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A Systems & Infrastructure
A Sparseness> abundanceof data
provides enough signals for ML

A Sciences & Algorithms _ A Datadriven businesses and data
A Text & Data Mining Big Data economics

A Natural Language
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The FirstcGeneration of Search Engine

w Essentially were invented to replace library card inde
Wil adaSlFNOK R20dzYSyidé¢ LI NI RA
W Advantages: Fast and scalable

w Search Paradigm:
QueryA IndexingA DocumentshA Ranking
W Query: any words appearing in pages
W Indexing: inverted indices
W Documents: pages, images

W Ranking: Classical information retrieval (IR) techniques +
PageRank



Search-Engines Today

w Search Paradigifinas not changed much)
QueryA IndexingA Documents?h Ranking
W Query: any words appearing in pages
W Indexing: inverted indices
W52 0dzySyday LI 3ISas AYIl3ISas
W Ranking: More signals (features) are used; machine
learning; log mining; human feedbacks, etc.

w Challenges and opportunities
W Semantic understanding of documents and queries
W Information explosion & informationverload



Rifferent Levelof Semantic Matching

Enable micraevel understanding of
short text, e.g. queries, ads, sentences

Triple relations: subject + verb + object
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ISA, isPropertyOfand general relations

Conflation, Disambiguation

Sense
(Disambiguation) Often for macro-level understanding of
document (e.g. topics)
Phrase (Entity Concept) Named entity recognition (NER), Phrase
’ extraction

ngram Bag of words (BOW), etc.
Word and Term dram Bag ( )
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Document Space QuerySpace

Trillions of\Web pages
(and still growing rapidly)

Uniquequeries per monthkg much
smaller and finite

Indexedby search engines

~20%o0f queries (the head queries
\ are reoccurring and constitute
A smalland decreasing) ~80%of total traffic
percentage oWeb page
in the indexcould
appearin SERP
Head Tail Query

Howinformation is organized ==+ How people express theinformation needs




Organize-anchccumulate Knowledge
aroundt S 2 LIhf@adion Need

Indexand keywords are primary,
gueries are transient

Organize and search documents
(crawlingA indexingA documents
A ranking)

Index is centralized and massive
(requireslightweight, common
guery processing fascale)

Documentbasedresults in SERP

vdzSNASE& o6020K 2y 33
are a firstclass object

Organizeandaccumulate knowledge around
gueriest makequeries searchable

Smaller quengt ¥ 2 2 0 LINJR y deéperl
mining of queries

Hybridsearch: Documentand querybased
models running in parallel, combined results i
optimized SERP




New Search Paradigma Hybrid Model

QuerycentricApproach

Optimize

l Deep Mining I

Query DocumentcentricApproach

A Hybrid Search, combine benefits of:
A Documentcentric + Quencentric
A Cloud (shared head/body) + Clients (personatail/complex)

A Enables:

A Deeper mining for better results (intent + knowledge)
A New user experiences (task, app search, dialog, user control)



Two lypes ofnformation Need

A Informational intent A Transactional intent
U Often aboutentities (people, 0 Renta car
places, things) 0 Book a table at restaurant
A Wikipediais a good example of 0 Buy a product
knowledge manually crafted by 0 Check in a flight
human 0 Print boarding pass
U Often ranked top in search resul 0 X
if there is a match
U High precisiorbut low coverage

A Question:can we create 1 trillion of A Identify and define important tasks
entity/knowledge pages U Leverage developer ecosystem
U High coverage with reasonable and crowdsourcing
precision
Leverage social, interactive
mining, and crowdsourcing




Building an ‘Entity Graph

w Nodesc Entity pageswith profile information
w Links¢ Relationshipgsmong entities

w Links to other graphs (e.g. Web graph, other social
graph such as Faceboakc.)




Entity’ Extraction, Integration, &
Summarization

w Different Technologies for Knowledge Acquisition
W Domainspecificvs.Acrossdomain(general purpose)
W Automaticvs. Interactive
W Breadthvs.Depthvs.Density(i.e. link/relationship)
W= Ability to understand a questionr answer a question

w Sourcedf Knowledge
W Theweb crawl (unstructured, semstructured, structured data)
W Wikipedia and other human crafted knowledge bases
W Searchquerylog (user interaction data, etc.)
W Crowdsourcing (game, social,Mechanicallurk, etc.)



Entities in Academic Domain

APl academic.research.microsoft.com
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