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A bŜǿ aƻƻǊŜΩǎ Law in Knowledge 
Engineering ς Driven by Three Major Trends 

Big Data 

Machine 
Learning Crowdsourcing 

Å Systems & Infrastructure 
Å Sparseness -> abundance of data 

provides enough signals for ML 
Å Data-driven businesses and data 

economics 

Å Sciences & Algorithms 
Å Text & Data Mining 
Å Natural Language 

Processing  
Å Information retrieval  
Å Analytics 

Å Human computation 
Å Human tasking 

o Incentives 
o Network effect 

Virtuous cycle  
& 

Reinforcement  



[ƛōǊŀǊȅΥ ƻǊƎŀƴƛȊŜ ǘƘŜ ǿƻǊƭŘΩǎ ƛƴŦƻǊƳŀǘƛƻƴ 

Library card index 

Query Ą Indexing Ą Documents 

Å Query: book title, author name 

Å Indexing: inverted indices 

Å Documents: books 



The First Generation of Search Engines 

ωEssentially were invented to replace library card index 

ᵂ! άǎŜŀǊŎƘ ŘƻŎǳƳŜƴǘέ ǇŀǊŀŘƛƎƳ 

ᵂAdvantages: Fast and scalable 

 

ωSearch Paradigm:  
Query Ą Indexing Ą Documents Ą Ranking 

ᵂQuery: any words appearing in pages 

IWndexing: inverted indices 

ᵂDocuments: pages, images 

ᵂRanking: Classical information retrieval (IR) techniques + 
PageRank 



Search Engines Today 

ωSearch Paradigm (has not changed much) 
Query Ą Indexing Ą Documents Ą Ranking 

ᵂQuery: any words appearing in pages 

IWndexing: inverted indices 

ᵂ5ƻŎǳƳŜƴǘǎΥ ǇŀƎŜǎΣ ƛƳŀƎŜǎΣ ǾƛŘŜƻǎΣ ōƻƻƪǎΣ ŀƴǎǿŜǊǎΣΧ 

ᵂRanking: More signals (features) are used; machine 
learning; log mining; human feedbacks, etc. 

 

ωChallenges and opportunities 

ᵂSemantic understanding of documents and queries 

IWnformation explosion & information overload 



Different Level of Semantic Matching 

Intent 
 

Sense 
(Disambiguation) 

Conflation, Disambiguation 

Relations 

Triple relations: subject + verb + object  
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isA, isPropertyOf, and general relations 

Phrase (Entity, Concept) Named entity recognition (NER), Phrase 
extraction 

Enable micro-level understanding of 
short text, e.g. queries, ads, sentences 

Word and Term 
ngram, Bag of words (BOW), etc.  

Often for macro-level understanding of 
document (e.g. topics) 



Organize the ²ƻǊƭŘΩǎ Information Ą  
Directly FǳƭŦƛƭƭ tŜƻǇƭŜΩǎ Information Need 

Query Space 

Unique queries per month ς much 
smaller and finite 

Trillions of Web pages  
(and still growing rapidly) 

Indexed by search engines    

A small (and decreasing) 
percentage of Web pages 
in the index could  
appear in SERP 

How information is organized How people express their information needs 

~20% of queries (the head queries ) 
are re-occurring and constitute 
~80% of total traffic 

Query Head Tail 

Document Space 



Organize and Accumulate Knowledge 
around tŜƻǇƭŜΩǎ Information Need  

Document-centric Model Query-centric Model 

Index and keywords are primary, 
queries are transient 

vǳŜǊƛŜǎ όōƻǘƘ ƻƴ ŀƎƎǊŜƎŀǘŜ ŀƴŘ ŀ ǎƛƴƎƭŜ ǳǎŜǊΩǎύ 
are a first-class object  

Organize and search documents 
(crawling Ą indexing Ą documents 
Ą ranking) 
 

Organize and accumulate knowledge around 
queries τ make queries searchable 

Index is centralized and massive 
(requires lightweight, common 
query processing for scale) 

Smaller query άŦƻƻǘǇǊƛƴǘέ ŀƭƭƻǿǎ ŦƻǊ deeper 
mining of queries 

Document-based results in SERP Hybrid search: Document- and query-based 
models running in parallel, combined results in 
optimized SERP  



New Search Paradigm ς a Hybrid Model 

Document-centric Approach 

Query-centric Approach 

Query 

SERP 

Deep Mining Optimize 
Combined 

Results 

ÅHybrid Search, combine benefits of: 

ÅDocument-centric + Query-centric 

ÅCloud (shared ς head/body) + Clients (personal ς tail/complex)  

ÅEnables: 

ÅDeeper mining for better results (intent + knowledge) 

ÅNew user experiences (task, app search, dialog, user control) 



Two Types of Information Need 

Noun-centric Verb-centric 

Å Informational intent 
ü Often about entities (people, 

places, things) 
ÅWikipedia is a good example of 

knowledge manually crafted by 
human 
ü Often ranked top in search result 

if there is a match 
ü High precision but low coverage 

Å Transactional intent 
ü Rent a car 
ü Book a table at restaurant 
ü Buy a product 
ü Check in a flight 
ü Print boarding pass 
üΧ 

Å Question: can we create 1 trillion of 
entity/knowledge pages 
ü High coverage with reasonable 

precision 
ü Leverage social, interactive 

mining, and crowdsourcing 
 

Å Identify and define important tasks 
ü Leverage developer ecosystem  

and crowdsourcing 



Building an Entity Graph 

ωNodes ς Entity pages with profile information  

ωLinks ς Relationships among entities 

ωLinks to other graphs (e.g. Web graph, other social 
graph such as Facebook, etc.) 



Entity Extraction, Integration, & 
Summarization 

ωDifferent Technologies for Knowledge Acquisition 
ᵂDomain-specific vs. Across-domain (general purpose) 

ᵂAutomatic vs. Interactive 

ᵂBreadth vs. Depth vs. Density (i.e. link/relationship)  

ᵂAbility to understand a question or answer a question 

 

ωSources of Knowledge 
ᵂThe web crawl (unstructured, semi-structured, structured data) 

ᵂWikipedia and other human crafted knowledge bases 

ᵂSearch query log (user interaction data, etc.) 

ᵂCrowdsourcing (game, social, or Mechanical Turk, etc.) 



Entities in Academic Domain 
http:// academic.research.microsoft.com  

Author Conference Journal 

http://academic.research.microsoft.com/
http://academic.research.microsoft.com/

